
IEEE Standard 1588 defines a protocol

that enables the precise synchronization

of clocks in the components of a

networked, distributed, measurement

and control system.

Distributed measurement and control systems in
which all components share a common sense of time
allow significant decoupling of synchronization is-
sues from considerations of communication latency

and fluctuation. This decoupling enables new techniques for
solving measurement and control problems involving either
large numbers of sensors and actuators or complex synchroni-
zation requirements.

A common sense of time is established by having each
component contain a real-time clock synchronized to its peers.
This may be accomplished using IEEE Standard for a Precision

Clock Synchronization Protocol for Networked Measurement and

Control Systems (IEEE 1588-2002).

Clock Synchronization

There are many examples of measurement and control sys-
tems involving multiple sensors and actuators interacting
with the system under study. The multistand printing press
(Figure 1) is an example of multiple sensors and actuators.
There are numerous motors, sensors, and controllers involved
in adjusting the rotational speeds of the rollers for proper
functioning of the press.
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The timing of such a system is
clearly critical to successful opera-
tion. Figure 1 shows an example of
a distributed motion control system
in which events or operations in
each of the components must be
time coordinated to achieve the de-
sired synchronized motion for suc-
cessful operation. Similar timing
requirements can be found in man-
ufacturing systems, process con-
trol, robotics, and other industrial
applications, such as paper con-
verting and high-speed packaging
machines. Pure measurement ap-
plications often have precise timing
requirements to enable successful
correlation of the data. When there
are many sensors involved, such as large-scale arrays for par-
ticle detection, vibration studies, and fault detection in tele-
communications or power systems, timing requirements can
be quite difficult to meet.

If a common sense of time can be established among the
components of such systems, then timing requirements can be
met easily using a wider variety of solutions than would oth-

erwise be possible. IEEE 1588 was established to provide a
common sense of time in distributed systems found in many
measurement and control applications.

Meeting Timing Requirements
System architectures for meeting timing requirements may be
divided into three categories:
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Fig. 1. Multistand printing press.
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Fig. 2. Message-based measurement system configuration.



◗ message based
◗ cycle based
◗ time based.

Message-Based Systems
For message-based systems, timing is based on the time of re-
ceipt of a command or data message. Figure 2 illustrates a typ-
ical measurement system with a central controller managing
several sensors. In many industrial applications, the direct
communication to the sensors is managed by a programmable
logic controller (PLC), with the resulting data communicated
to a supervisory controller or an operator workstation. In ma-
chine control applications, such as robotics, packaging, etc.,
the sensors are often tied directly into the system controller
without an intervening PLC. Similarly, in laboratory environ-
ments, communication is directed to the host processor, which
typically is a personal computer (PC) running some sort of
real-time operating system.

Figure 2 shows a typical sensing configuration with two
sensors communicating to a PLC via a bus, such as one of the
controlled-area network (CAN) based buses and two other
sensors directly wired into the PLC, one directly to an in-
put-output (I/O) module and the other via a serial link. In a
laboratory or data acquisition configuration, sensor data com-
munication is often directed to the PC with no intervening
PLC. This is typically via a direct link, such as RS-232 or a bus
such as IEEE-488.

In message-based systems, the controller typically polls
each of the sensors by sending a command or message to the
sensor. In a polled system, sensor timing is based on the time
of receipt of this message from the controller. Thus, the tempo-
ral properties of the program executing in the PLC or PC, the
communication latency in the I/O links to the sensor, and any
latency in the sensor itself establish the time of sensing.

Message-based systems work very well when the required
timing accuracy is not extreme, the timing schedule is simple,

and intersample intervals are easy to
meet given other application re-
quirements. Timing accuracy is lim-
ited by fluctuations in the
communication link, the operating
system, the sensor, and the accuracy
to which the latency can be mea-
sured. Such systems limit flexibility
because closely spaced measure-
ments are either difficult or impossi-
ble, depending on the characteristics
of the computing environment,
communication links, and the par-
ticular application. Simultaneous
sensing is impossible in a pure mes-
sage-based polling system unless
some sort of global execution trigger
is provided, for example, the group
trigger function of IEEE-488.

Cycle-Based Systems
For cycle-based systems, sensor and
actuator timings are based on a peri-
odic schedule typically established
either as part of the communication
link or the architecture of the control-
ler application. For example, Figure 3
illustrates a measurement system
with a central controller managing
several sensors and using a cyclic bus
such as ControlNet or IEEE-1394.

Motion control applications of-
ten use cyclic control based on the
serial real-time control system
(SERCOS) bus, as illustrated in Fig-
ure 4. In this case, the PLC commu-
nicates update values to the
servo-drives via the SERCOS bus.
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Cyclic Bus, e.g., IEEE-1394, ControlNet

Fig. 3. Cycle-based measurement system configuration.

SERCOS Bus

Fig. 4. Cycle-based control system configuration.



The controllers, sensors,
and actuators in a cy-
cle-based system must in-
clude the ability to manage
the timing of the communi-
cation bus and to synchro-
nize sensing, actuation,
and computation within
the node to the timing cycle
established by the bus.
While a polled system
could be implemented on a cyclic bus, a “push” system is a
more natural fit. In a push system, each component generating
data does so based on the cycle timing and sends the data in its
allocated time slot. Each recipient must accept and process the
data when presented. Such systems are a natural fit to applica-
tions requiring strictly periodic fixed sampling intervals. Repet-
itive timing accuracy can be very precise; however, unless
communication latency is measured and accounted for, the rel-
ative timing between devices will contain offsets. These offsets
can be significant as the link lengths
approach tens of meters and when
the allowed timing offset errors must
be on the order of microseconds or
smaller.

Cyclic systems are not a good
match for applications in which the
sampling intervals must be changed
during operation in a way not com-
mensurate with the original inter-
val. Once established, the cycles can
be very repeatable and accurate, but:

◗ the process of changing cycle
period and definition during
normal operation is not trivial

◗ the amount of data sent during
the interval is limited by the
duration of the interval

◗ most cyclic networks like
SERCOS support only the
master-slave type of commu-
nication, while many modern
control applications require
support of the peer-to-peer
communication.

Time-Based Systems
For time-based systems, sensor
sampling, actuator timing, and ini-
tiation of critical control code are
based on triggering the specified
actions referenced to the time of a
real-time clock rather than on mes-
sage receipt, interrupts, or as a con-
sequence of the speed of execution
of control code. The highest accu-

racy will be achieved if
the real-time clock is local
to the device implement-
ing a specific trigger (Fig-
ure 5). In a distributed
system, the local clocks
may be synchronized via
a protocol, such as IEEE
1588. In a centralized sys-
tem or component, the
clocks in each module

may be synchronized over a back plane or via a serial link, as
in the PLC in Figure 5. In a backplane architecture such as a
PLC, an alternative is to have a single clock in the main con-
trol module that distributes the time along the back plane to
each individual module.

Correct operation of such a system depends on the
real-time clocks being synchronized to their peers with suffi-
cient accuracy to meet the application requirements. In this
system, the timing accuracy of the various events in the sys-
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Fig. 6. Fault timing measurement system.

The protocol defines a master-slave

hierarchy of synchronization that
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and one clock in the system to

be the grandmaster.

Synchronized Real-Time Clock
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Fig. 5. Time-based measurement system configuration.



tem is a function of the
accuracy to which the
local real-time clocks
are synchronized, as
opposed to the deter-
minism of the commu-
nication links and
application program
execution. Application
program execution in
the controller and communication latency is still an issue but
only insofar as the specification of the event or the
time-stamped data arrives before it is needed. That is, arrival
time must precede the actual time of execution. This is a much
looser requirement than requiring that the arrival time be co-
incident with, that is define, the time of execution [1].

For the highest accuracy, triggers and time stamps are gen-
erated in hardware based on the comparison of the local clock
time and a register containing the execution time of the trig-
ger. This allows very accurate control of actuation or the gen-
eration of very accurate time stamps for sensory data.
Simultaneous execution of events in different components of a
distributed measurement and control system is achieved eas-
ily. Similarly, it is not difficult to implement complex timing,
such as differing or adaptive sampling intervals in various
components.

In a time-based system, actuators receive messages defin-
ing the events; each event consists of an actuator setting and
the time of execution. Time scripts or time profiles that define
absolute or relative times may be downloaded to an actuator
and executed locally, perhaps in response to a message con-
taining a start time in the case of relative time definitions. Sen-
sors send messages to recipients containing data-value,
time-stamp pairs and perhaps additional descriptive data. An
alternative is to store data locally until an appropriate time to
upload to other components. Since the data values are paired
with time stamps, post correlation of data is straightforward.

The local caching of data, or time profiles in a time-based
system, allows a tradeoff between local memory and commu-
nication bandwidth for certain classes of applications. Figure
6 illustrates a measurement system designed to provide de-
tailed information about the status of devices over a time in-
terval with the time of fault in the middle.

In this system, each
sensor samples at the in-
terval required for the
detailed data from that
device and stores value
time-stamp pairs in a
circular buffer. The sam-
pling interval need not
be the same for all de-
vices. These data may be

decimated and delivered at longer intervals if required by the
application. Any device may detect a fault. When a fault is de-
tected, the device sends a fault message containing the time of
the fault to all participating devices. A multicast protocol is
useful for this type of interaction. Devices receiving this fault
message freeze their buffers in such a way as to retain the
needed information before and after the fault time. Later, the
controller retrieves the data for post-fault analysis. This dis-
tributed logic analyzer allows a tradeoff between the amount
of memory required in each device and the latency specifica-
tion for delivering the fault message.

Note that analogous tradeoffs exist for control applications
in which precomputed time trajectories may be stored in the
devices to be executed in response to start messages contain-
ing a start time. Network bandwidth may then be used for dif-
ferential corrections to these precomputed trajectories. In
many cases, these differential data have lower bandwidth and
latency requirements than would be required to produce the
same effect in a message or cyclic system delivering detailed
trajectory data in real-time.

Comparison of the Three Timing Systems
The key difference points concerning message-, cyclic-, and
time-based systems are summarized in Table 1.

The most obvious distinction between message-, cyclic-,
and time-based systems is that the coupling in the time-based
system between timing and the characteristics of the message
generation and delivery system is very weak. In message and
cyclic systems, this coupling is strong.

There are well-known examples of each of these timing
systems. For example, message-based timing is used in most
SCADA systems and essentially all IEEE-488 test and mea-
surement applications. Cyclic timing is very common in mo-
tion control, as evidenced by protocols such as SERCOS. The
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Table 1. Comparison of system-timing systems.

Characteristic Message Based Cyclic Based Time Based

Information dependent on
message Value and timing Value and timing Value

Timing accuracy
limited by:

Fluctuations in
message generation
timing and delivery
latency

Fluctuations in cycle
periodicity

Accuracy of clock
synchronization

Update timing resolution
limited by:

Latency and minimum
inter-message interval

Minimum inter-message
interval (cycle period) Resolution of the clock

Ordering of data to/from
multiple sources:

Dependent on
messaging protocol Tied to cycle Limited by synchronization

accuracy and clock resolution

Test, measurement, and control

applications require synchronization

accuracies spanning the range

from milliseconds to less than

a microsecond.



best known time-based
measurement and con-
trol applications exist in
the space program
where communication
latencies are long and
vary widely over the
duration of the applica-
tion, which precludes
effective control using
either message or cyclic systems.

The weak coupling between system timing and message
generation/delivery in time-based systems provides system de-
signers additional freedom in meeting system requirements.
The general computing environment based on a common sense
of time established using the network time protocol (NTP) ex-
ploits this weak coupling [2]. Application timing requirements
and the more constrained networking environment found in
test, measurement, and industrial applications led to the devel-
opment of IEEE 1588 as a way to provide a common sense of
time for these applications.

IEEE 1588 for a Common Sense of Time
The use of the time-based technique in measurement and con-
trol requires that all participating nodes have access to a com-
mon sense of time, preferably a local real-time clock
synchronized with its peers. In the general computing envi-
ronment, NTP typically implements clock synchronization
with accuracies on the order of a few milliseconds [3]. This en-
vironment is almost exclusively based on Ethernet and pro-
cessors typically found in desktop computers and servers.

In contrast, test measurement and control applications re-
quire synchronization accuracies spanning the range from
milliseconds to less than a microsecond. Likewise, the net-
work and computing environments generally involve more
compact communication and a much wider range of proces-
sor capability, particularly at the low end. IEEE 1588 is de-
signed to meet these needs.

IEEE 1588 specifies a protocol for synchronizing real-time
clocks in networked systems of distributed components char-
acterized by:

◗ relatively compact systems of
perhaps a few subnets

◗ minimal use of network band-
width, node computing, and
memory resources devoted to
clock synchronization

◗ low administration overhead

◗ low-end and low-cost devices.

The protocol uses networks sup-
porting multicast communications
including but not limited to
Ethernet. Because of the increased
use of Ethernet in measurement
and control environments, Annex
D of IEEE 1588 specifies the map-

ping to User Datagram
Protocol/Internet Pro-
tocol (UDP/IP) on
Ethernet [4].

Figure 7 illustrates
typical components
and topology for an
Ethernet-based distrib-
uted system. Each leaf
component, such as a

sensor, actuator, or controller, includes a clock synchronized
through the IEEE 1588 protocol.

The protocol defines a master- slave hierarchy of synchro-
nization. The protocol will automatically select one clock in
each subnet to be the subnet master, and one clock in the sys-
tem to be the system master, termed the grandmaster. Selec-
tion is based on properties of each clock, such as stability and
accuracy on the topology of the network.

Synchronization accuracy is limited by:
◗ Stability and resolution of the clocks: These factors

limit the averaging times over which statistical tech-
niques may be used to reduce the effects of fluctuations.

◗ Fluctuations in the latency of the local operating sys-
tem and network protocol stack: IEEE 1588 specifies
techniques that eliminate these fluctuations.

◗ Offset due to communication latency between master
and slave: IEEE 1588 specifies techniques to automati-
cally correct for latency assuming symmetric communi-
cation latency between master and slave.

◗ Fluctuations in the latency of network components, such
as switches, repeaters, and routers.

Experience shows that fluctuations in the latency of routers
generally cannot be reduced to the required accuracy using sta-
tistics. Where subnet-to-subnet synchronization is required,
IEEE 1588 specifies that a clock serving as a transfer standard,
termed a “boundary clock,” be used, as shown in Figure 7. Av-
eraging readily reduces fluctuations introduced by repeaters.
Figure 8 is a histogram of the time differences between the sec-
onds’ transitions of two clocks communicating via a single HP
J4090A repeater. This prototype implementation of IEEE 1588
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produced a mean of 22 ns and a standard deviation of 99 ns for
this configuration.

Network switches introduce significant latency fluctua-
tions due to queuing. Figure 9 is a histogram of the time differ-
ences between the seconds’ transitions of two clocks
communicating via a single, lightly loaded, HP J4121A switch.
This prototype implementation produced a mean of 49 ns and
a standard deviation of 233 ns in this configuration.

Switches produce larger fluctuations than repeaters, as
evidenced by the degradation in the mean and standard de-
viation between the repeaters (Figure 8) and the switches
(Figure 9). Switch fluctuations can be greatly reduced by
careful network traffic design and the use of quality of ser-
vice features implemented on modern Ethernet switches
[5]. It is also possible to design switches incorporating IEEE
1588 boundary clocks. Such switches can be designed to
produce statistics equal to or better than obtained by repeat-
ers (Figure 8).

The time base established by the protocol will be the time
base of the grandmaster clock. If the application requires that
this time base be universal coordinated time (UTC), the grand-
master clock can be synchronized easily to a recognized source
of UTC, for example, the global positioning system (GPS) main-
tained by the U.S. Department of Defense. If less accuracy is
needed, the grandmaster clock may be set by hand using a
management message defined by IEEE 1588.

Status of IEEE 1588
The standard passed ballot and was
approved by the IEEE Standards
Board Review Committee at their 11
September 2002 meeting. It is now
available from IEEE.

There are several companies
currently evaluating or implement-
ing IEEE 1588. Further technical, ap-
plication, and implementation
details along with the latest infor-
mation on the standard and direc-
tions for obtaining a copy from the
IEEE are available on the Web at
ieee1588.nist.gov.

Summary
We outlined three architectures for
establishing system timing used in
both the general computing environ-
ment and in the more specialized en-
vironment of test, measurement, and
industrial control. Increasingly tight
synchronization requirements and
the trend to more distributed and
peer-to-peer applications led to the
development of the IEEE 1588 stan-
dard as a means of establishing a
precise common sense of time in the
test, measurement, and industrial

control environment. We have suggested some of the ways in
which this common sense of time may be exploited in
time-based measurement and control applications. It has
been shown that sub-microsecond synchronization accuracy
is readily achieved using the protocol.
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